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​Abstract:​​In Part I of our​​Lecture Notes​​article on​​biometric data regulation, which ran in the​

​December 2023 issue of this newsletter, we explained the EU data protection regulations​

​found in the General Data Protection Regulation (GDPR) that are applicable to biometric data​

​processing. We also focused primarily on the context of research activities.  In Part II​

​presented here,  we discuss the EU Artificial Intelligence Act and the biometric data​

​regulations it contains.  We touch upon the distinct definition of biometric data for AI systems​

​within this Act, and briefly explain its tier based structure. We also examine the Act’s​

​prohibitions of untargeted facial image scraping, biometric categorization, emotion​

​identification or inference based on biometric data, and “real time” remote biometric​

​identification of AI systems. We will also mention the possible impact these new provisions​

​could have on research and development activities.​

​General Information​

​The AI Act of 13 June 2024, also known as​

​AIA, was adopted and published in the​

​summer of 2024 after much debate and​

​many negotiations.​​[1]​ ​Application of the AI​

​Act will phase in gradually. The prohibitions​

​of Article 5 discussed below apply as of​

​February 2, 2025. The high-risk obligations​

​of AIA Article 6 apply as of August 2, 2027,​

​when the whole act becomes fully​

​applicable.​

​AIA is a comprehensive set of rules for AI​

​systems placed in the market, put into​

​service, and/or used in the EU. The Act​

​demonstrates a particular sensibility for​

​biometrics.  One of the core objectives of​

​the AI Act is to provide​​a consistent and​

​high level of assurance​​that​​AI technologies​
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​and tools are trustworthy and safe,​​and​
​have been developed and used in​

​accordance with European Union (EU)​

​fundamental rights obligations​​.​​[2)​ ​The AI​

​Act is based on constitutional values, such​

​as respect for human dignity, freedom, and​

​democracy, non-discrimination, the rule of​

​law and respect for human rights, including​

​the right to not be discriminated against​

​and to have data protection, the latter also​

​being a fundamental right.​

​The AI Act is a specific law, a “​​lex specialis,”​

​filling up the gaps of more general​

​legislation​​for AI systems, including the​

​data protection regulations​​. It affects the​

​development and use of AI systems as​

​defined,​​(3)​​including those related to​

​research and development. The Act​

​establishes a tiered, risk-based framework​

​for AI systems. Some are​​prohibited​​, as​

​delineated in Article 5, and others are​

​regarded as​​high-risk​​AI systems (HRAIS), as​

​explained in Article  6 and following​
​articles.​

​A third category includes systems​

​considered​ ​low risk but for which​

​particular transparency​ ​obligations exist​

​(Article 50), and a  fourth category are​

​deemed​​minimal or no risk AI systems​​.​

​General-purpose AI models (GPAI)  are also​

​regulated under Article 51​​et seq​​. Finally,​

​the AI Act intersects with various other​

​pieces of legislation.​

​The AI Act is very important for particular​

​biometric applications and their related​

​research activities. We discuss this briefly​

​below.​

​Biometric Data: A Distinct New Definition​

​Article 3 of the AI Act​​introduces several​

​new definitions, including for “biometric​

​data”, “AI system”, “providers”, and​

​“deployers”,  as well as for concepts such​

​as “placing on the market", “putting into​

​service”, and “the use” of such systems.​
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​These definitions are important for both​
​developers and users of AI systems. As will​

​be discussed, a few of these definitions​

​and prohibitions have been further​

​interpreted by the EU Commission in its​

​Guidelines​​on prohibited artificial​

​intelligence practices issued on 4 February​

​2025.​​[4]​

​I​​t is noteworthy that the definition of​

​biometric data found in Article 3(34) of the​

​AI Act differs from the one used in the​

​2016 EU General Data Protection​

​Regulation 679 (GDPR). Biometric data is​

​defined in the AIA as “personal data​

​resulting from specific technical processing​

​relating to the physical, physiological or​

​behavioural characteristics of a natural​
​person, such as facial images or​

​dactyloscopic data.”​​[5]​​This is contrary to​

​the definition of biometric data in the​

​GDPR, as the AI Act definition does not​

​include the wording “which allow or​

​confirm the unique identification,” two​

​specific functional uses of biometric data.​

​This new definition was adopted for the​

​regulation of specific AI systems, such as​

​emotion and biometric AI categorization​

​systems, as explained below. The GDPR​

​definition of biometric data will apply​

​under data protection rules with regard to​

​the processing of personal data as an​

​additional layer. For example, when  the​
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​AIA would not apply to biometric data​

​processing, Articles 6, 9(1) and 9(2) of the​

​GDPR would be applicable.​​[6-7]​

​Four New Prohibitions on AI Systems​

​Related to Biometric Data​

​Article 5 of the AI Act mentions four new​

​system prohibitions that explicitly involve​

​biometric data. Three of these prohibitions​

​also affect distributors, importers, and​

​developers of AI systems if they place the​

​system “on the market” or put it into​

​service, whether for free or for a fee.​

​Member states have the responsibility to​

​adopt proper national laws governing​

​various provisions, including any​

​exceptions for law enforcement purposes​

​to the prohibition on the use of real-time​

​remote biometric identification in publicly​

​accessible places.​​[8]​ ​It is important to note​

​that even in cases where an AI system​

​would not qualify for one of the specified​

​prohibitions, such an AI system is likely to​

​nevertheless fall into the category of​

​high-risk AI systems for which very specific​

​obligations apply.​

​As of August 2, 2025, violations of Article 5​

​of the AI Act will trigger significant fines.​

​The four previously mentioned​

​prohibitions are briefly analyzed below.​

​Identification or inference of emotions or​

​intentions based on biometric data in the​

​workplace or educational settings:​​AI​

​systems analyzing physical traits, such as​

​facial images, eyes and body movement,​

​speech and voice, as well as  “inner​

​biometrics”  like electroencephalography​

​(EEG) and electrocardiograms, may identify​

​or infer emotions or intentions.​​[9]​ ​The AI​

​Act defines “emotion recognition systems”​

​in Art. 3(39) of the AIA  as “an AI system for​

​the purpose of identifying or inferring​

​emotions or intentions of natural persons​

​on the basis of their biometric data”.​

​The AI Act prohibits placing into the​

​market, putting into service for this specific​

​purpose, and using​​AI systems​​to identify or​

​to infer emotions of a natural person in​

​area(s) of workplace (and education)​​,​

​unless the exceptions for medical or safety​

​reasons are applicable.​

​Biometric categorization AI systems for​

​individually deducing or inferring​

​“sensitive” information:​​Biometric​

​technologies and their use are especially​

​prone to various kinds of discrimination.​

​This is because biometric information​

​contains “sensitive” data about peoples’​

​race,  health, or age. Biometric​

​technologies can also reveal  which (public)​

​places a person may frequent, or the type​

​of events in which he or she may​

​participate (e.g., attendance at political​

​protests).​

​This type of sensitive data is inherent to​

​the gathering of biometric data, and can​

​lead to unjust and discriminatory uses of​

​biometric applications and technology,​

​including facilitating arrests.​​[10]​ ​For​

​example, in a 2018 study Buolamwini and​

​Gebru demonstrated that gender​

​recognition works considerably less well for​

​darker skinned females, compared to white​

​males, and pointed to the need to tackle​

​gender and racial bias in AI systems.​​[11]​

​The AI Act now requires that AI systems​

​shall not be used to infer from biometric​

​data (for example, voice recognition data),​

​“sensitive characteristics” that assign​
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​persons to specific categories, as this​

​action reinforces discrimination. Article​

​5(1) (g) prohibits placing on the market,​

​putting into service (for this specific​

​purpose) or using biometric categorisation​

​AI​​systems​​that categorise individual​

​natural persons​​based on their biometric​

​data, when th​​e purpose is to​​deduce or​

​infer race, political opinions, trade union​

​membership, religious or philosophical​

​beliefs, sex life, or sexual orientation​​.​

​The prohibition does not cover any labeling​

​or filtering of lawfully acquired biometric​

​datasets, such as images, based on​

​biometric data, or categorising biometric​

​data​​in the area of law enforcement​​. The​

​latter shall, at the same time, meet the​

​requirements of the Directive EU 2016/680​

​about data processing by law enforcement​

​authorities, and will likely be categorised as​

​a high-risk AI system.​

​Even if all three cumulative conditions are​

​fulfilled, an AI system​​is not considered a​

​biometric categorisation​​if the biometric​

​categorisation AI system is (i) just an​

​additional aspect to another application;​

​(ii) the application in question is a​

​commercial product; ànd (iii) the biometric​

​categorisation is strictly necessary for​

​objective technical reasons.  Examples of​

​individually categorizing as an ancillary​

​feature deemed strictly necessary includes​

​filtering facial or bodily features used in​

​marketplaces to preview a product​​,​​if the​
​filter can only be used in relation to the​

​principal commercial purpose.​​[12]​

​Untargeted scraping of facial images from​

​Internet or CCTV footage to create or​

​expand facial recognition databases:​

​Article 5.1(d) of the AIA also explicitly bans​

​the (unauthorized) untargeted harvesting​

​(scraping) by AI systems of facial images​

​from social media or surveillance cameras,​

​such as CCTV footage, to create or enrich​

​databases. This applies to both private and​

​public entities, including law enforcement​

​authorities. The imminent threat and risks​

​of the use of such practices was​

​exemplified by the licensing of the​

​Clearview AI facial recognition technology​

​by the US-based company Clearview AI to​

​law enforcement entities throughout the​

​EU for recognizing individuals, while not​

​respecting the rule of law, along with the​

​use of such images and further identifying​

​information. Several data protection​

​authorities, including those from the​

​Netherlands, France, Greece  and Italy​

​have, after an investigation, imposed fines​

​on Clearview AI.​

​Real-time Remote Biometric Identification​

​in Publicly Accessible Places for Law​

​Enforcement (RRBI PAS LE):​​The AI Act​

​forbids​​the use​​of Real-time Remote​

​Biometric Identification in Publicly​

​Accessible Places for Law Enforcement​

​(RRBI PAS LE). The concepts of a real-time​

​remote biometric identification system and​

​a post-remote biometric identification​

​system are defined, but may still evoke​

​discussions.​​[13}​

​There are three narrowly defined​

​exceptions to RRBI PAS LE: a targeted​
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​search of victims or missing persons, a​

​qualified threat to life or safety or of​

​terrorist attacks,  and localization or​

​identification of a suspect or perpetrator of​

​a specific serious crime for investigation,​

​prosecution, or execution of penalty.​

​Member States​​, if they democratically​

​decide to provide exceptions to the​

​prohibitions in case of “open clauses”  in​

​the AI Act, such as for RRBI PAS LE,​​shall​

​establish “law”​​providing for the need of​

​prior authorization​​by a judicial authority​

​or an independent administrative authority​

​for each use of RRBI PAS LE, and​

​notification to the authorities. The law​

​shall also specify​​the legitimate aim​​within​

​the limits of the three exceptions​

​mentioned above that are set forth in the​

​AI Act, and provide specific and sufficient​

​safeguards​​for assessing and applying the​

​strict necessity​​and​​proportionality​​criteria​

​within the boundaries set by the AI Act​​.​

​Use of RRBI in a publicly accessible place​

​by public or private entities other than for​

​law enforcement is not banned by the AI​

​Act. But, in principle, its use would fall in​

​the high-risk category.​

​High Risk Biometric AI Systems​

​As mentioned, if an AI system would​

​qualify as prohibited under Article 5, such​

​systems are likely to fall in the category of​

​high-risk (biometric) AI systems. For​

​example, an AI system for identifying or​

​inferring emotions which is​​not​​placed and​

​used in the​​workplace or for education​​, will​

​not fall under the Article 5 ban. But, if such​

​an AI system is “intended for emotion​

​recognition,” it​​will fall in the category of​

​high-risk AI.​​Article 6 of AIA states the​

​conditions high-risk AI systems must fulfill,​

​and also refers in paragraph 6.2 to Annex​

​III,  which lists AI systems considered to be​

​high-risk (save the exceptions, as​

​mentioned in para 6.3 AIA).​

​As a result, for any high-risk AI system,​

​several new obligations will apply,​

​including overall obligations like the need​

​for an established, implemented,​

​documented, and maintained continuous​

​risk management system​​,​​data governance​​,​

​accuracy, robustness and cybersecurity​​.​

​Such systems also require making and​

​maintaining​​technical documentation​​,​

​record keeping​​,​​transparency​​, and​​human​

​oversight.​​[14]​ ​There will also be obligations​

​specific to providers and deployers, such as​

​establishing​​quality management and​

​documentation systems​​, automated​

​logging​​,​​corrective actions​​and​​information​

​duties, and​​cooperative efforts​​with the​

​authorities.​​[15}​

​Many of these obligations are also very​

​relevant to the activities undertaken during​

​the research and development phase of AI​

​systems. Other additional obligations​

​specific to importers and distributors exist​

​as well. These high-risk AI systems must​

​also take into account the​​European​

​Declaration on Digital Rights and Principles​

​for the Digital Decades​​, and the​​Ethics​

​Guidelines for Trustworthy AI​​of the​

​High-Level Expert Group on Artificial​

​Intelligence​​[16]​​.​

​For specific high-risk AI systems, including​

​AI system safety components of critical​

​infrastructures, and essential private and​

​public services noted in Annex 5(b) and (c),​

​deployers shall also make​​a fundamental​
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​rights impact assessment (FRIA)​​according​
​to specific requirements set out in Article​

​27. For example, if a city council installs​

​remote biometric identification in publicly​

​accessible places for public security, such​

​systems threaten fundamental rights and​

​freedoms essential to democratic societies.​

​FRIA assessments shall complement any​

​other impact assessment needed under​

​general data protection legislation, such as​

​the GDPR.​

​It shall be noted that​​verification biometric​

​systems​​are to be distinguished from​

​identification systems. Annex III of the AIA​

​1(a) states that, “AI systems intended to be​

​used for biometric verification the sole​

​purpose of which is to confirm that a​

​specific natural person is the person he or​

​she claims to be” shall​​not​​be considered​

​high-risk. For such systems, GDPR shall​

​remain the main text to comply with.​​[17]​

​Low Risk Biometric AI Systems Subject to​

​Transparency Obligations​

​For biometric systems considered​​low risk​​,​

​Article 50 of the AI Act sets​​transparency​

​obligations​​that require information be​

​presented “in a clear and distinguishable​

​manner by, at the latest, the time of the​

​first interaction or exposure,” in conformity​

​with the accessibility requirements.​​[18]​

​When deploying an (allowed) emotion​

​recognition system, or a system that​

​performs as a biometric categorisation​

​system, any natural persons exposed to​

​such a system​​shall be informed​​of the​

​operation of the system.​​[19]​ ​In addition, in​

​case of use by law enforcement, deployers​

​of an AI system that generates or​

​manipulates image, audio, or video content​

​constituting a deepfake,​​shall​​disclose​​that​

​the content has been artificially generated​

​or manipulated. Article 50.2 further​

​requires that providers of AI systems that​

​generate​​synthetic​​audio, image, video or​

​text content,  including general-purpose AI​

​systems,​​mark the AI outputs in a​

​machine-readable format,​​and make them​

​detectable as artificially generated or​

​manipulated.​

​Addressing General-purpose AI Models​

​with Systemic Risk​

​Under Article 51, general-purpose AI​

​models may further qualify as being with​

​“systemic risk” if they are evaluated as​
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​having high impact capabilities. Such an​

​evaluation could be based on computation​

​used for training that is higher than 10​​25​​, or​

​models that are qualified as such​​ex officio​

​by the Commission based on criteria listed​

​in Annex XIII. The additional obligations​

​would include managing the related risks,​

​monitoring serious incidents, performing​

​model evaluations, adversarial testing, and​

​cybersecurity obligations. These​

​obligations could be implemented through​

​codes of practice.​​[20]​

​Regulatory Sandboxes​

​The AI Act provides for the concept of​

​“regulatory sandboxes” in which​

​prospective AI providers can receive​

​guidance from competent authorities on​

​regulatory expectations and the​

​requirements and obligations of the AI​

​Act.​​[21]​ ​Hence, research and development​

​activities can be tested under this​

​framework with the new requirements of​

​the AI Act.​​[22]​

​What does the AI Act and its Prohibitions​

​Mean for Research and Development ?​

​The AI Act states that its provisions do not​

​apply to systems or models—including the​

​output of such systems—if they are​

​“​​specifically developed and put into service​

​for the sole purpose of scientific research​

​and development.”​​[23}​ ​There is also an​

​exception for systems used for “personal​

​non-professional activity.” Furthermore,​

​the AI Act expressly states it will not apply​

​“to any research, testing and development​

​activity (…) prior to (…) being placed on​

​the market or put into service (…)”, while​

​this does not apply to testing under real​

​world conditions.”​​[24]​

​AI technology, techniques, and systems are​

​used for research and development, for​

​example, to build databases, develop​

​benchmarks or develop and/or fine-tune​

​algorithms. But, they are also used to​

​design and develop new AI systems to put​

​on the market. So, what does this mean?​

​We explained in Part I of this tutorial,​

​which was published in the December​

​2023 issue of this newsletter, that the use​

​of biometric data for research purposes is​

​subject to the GDPR. This is because​

​biometric data, in principle, is personal​

​data and, in principle, cannot be​

​anonymized.​

​At the same time, the GDPR provides an​

​explicit legal exception to the overall​

​prohibition on the processing of sensitive​

​data for research (Art. 9.2 (j) GDPR, if​

​minimization and technical and​

​organizational safeguards are applied).​​[25]​

​[26]​ ​In our opinion, this exception should​

​also be relevant to research and​

​development leading to AI systems.​

​Furthermore, the AI Act is somewhat​

​aligned in that it​​also​​provides for an​

​exemption to AI systems and models​

​specifically developed and put into service​

​solely for scientific activities,​​as long as​

​such AI systems are solely used for​

​scientific research and development, and​

​not put on the market or in service.​

​The AI Act will affect researchers and​

​developers involved in the making of​​AI​

​systems​​that meet the criteria of article​

​3(1) of the AI Act, but are going to be used​

​and/or placed on the market​

​(“product-oriented research, testing and​

​development activity”). It is sensible then​
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​that such research and development​

​activities should duly take into account the​

​many potential future obligations and user​

​prohibitions should the system end up on​

​the market.​​[27]​ ​For example, if deployers​

​will need to meet obligations for record​

​keeping, technical documentation, and​

​providing information, preparing for this​

​may well be taken into account during the​

​development phase. These needs will be​

​different than those of entities that are​

​solely engaged in basic research, use in​

​scientific fields, and/or in the scientific​

​testing of AI systems with no specific​

​real-world purpose or application​

​sometimes conducted by universities  (the​

​so-called research privilege)​​[28]​​as these​

​activities fall outside the scope of the AI​

​Act.​

​Any liability under these regulations will​

​generally not fall on the individual​

​researchers or developers engaged under​

​an employment contract, but instead will​

​fall upon the company or establishment​

​that employs them, unless national or​

​contract law provides for individual liability,​

​such as in cases of fraud, serious fault,​

​repeated minor fault  or intentional  or​

​willful misconduct by the researcher or​

​developer.​

​Conclusion​

​The AI Act will have considerable impact on​

​AI systems, including biometric AI systems.​

​Therefore, an understanding of the new​

​provisions, obligations, and compliance​

​standards will be crucial prior to the design​

​and the development of such systems. This​

​approach applies to research and​

​development activities as well, unless the​

​AI systems are​​specifically developed and​

​put into service for solely scientific​

​activities.​​All other research and​

​development activities for AI systems that​

​will be used, placed on the market, and/or​

​put into service should begin to take into​

​account the obligations mandated by AIA​

​during the research and development​

​stages.​

​Parts of the AI Act have gone into effect​

​already. The prohibitions and AI literacy​

​requirements, that is the obligation of​

​having skills, being able to understand, use,​

​monitor, and critically reflect on AI use,​

​have been mandatory since 2 February​

​2025. The AI Act further provides for​

​governance, the monitoring of compliance,​

​and enforcement through penalties. The​

​latter can be considerable. For example,​

​refusing to respect the prohibitions can​

​result in fines up to €35 million, or 7% of a​

​company's global annual turnover,​

​whichever is higher. These penalties will go​

​into effect as of August 2025.​
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​Article 5(1)(h) Prohibition and its​

​Three Exceptions (Article​

​5(1)(h)(i)-(iii)),​​the procedural​

​requirements laid down in​​Article​
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​5(2),​​and the prohibition of​​Article​

​5(1)(e) of the AI Act,​​Study for the​

​EU Commission per invitation to​

​Tender, 2025; E. J. Kindt,​​Study​

​Concerning the Prohibitions of​

​Article 5.1(c) (social scoring), Article​

​5.1(d) (predictive policing), Article​

​5.1(f) (emotion recognition), and​

​Article 5.1(g) (biometric​

​categorisation),​​and the procedural​

​requirements for the exceptions to​

​the real-time remote biometric​

​identification prohibition in Articles​

​5.3, 5.4, 5.5, 5.6, 5.7 and 5.8 of the​

​AI Act.​

​7)​ ​For the EU Commission per​

​invitation to Tender​

​EC-CNECT/2024/VLVP/0039​​Study​

​on Guidance Art. 5 AI Act, multiple​

​prohibitions,​​24 January 2025, to be​

​published by the EU Publication​

​Office, pp. 61-63.​

​8)​ ​For an overview of the timing of​

​action by Member States under the​

​AI Act, see​​EU Artificial Intelligence​

​Act​​,  Future of Life Institute,​

​available at​

​https://artificialintelligenceact.eu/r​

​esponsibilities-of-member-states/​

​9)​ ​La Agencia Española de Protección​

​de Datos​​(EDPS),​​TechDispatch​

​1/2024 – Neurodata, 3.6.2024​​,​

​https://www.edps.europa.eu/syste​

​m/files/2024-06/techdispatch_neur​

​odata_en.pdfi​​. This technical report​

​discusses the use of brain data and​

​related technology, including the​

​legal implications.​

​10)​ ​See also the widely cited 2019​

​study by the US National Institute​

​of Standards and Technology (NIST)​

​that established that the accuracy​

​rates of facial recognition systems​

​​​​​from well-known vendors​

​contained biases based upon the​

​sex, age and race, or country of​

​birth of the subjects. The study​

​showed false positive rates and​

​biased outcomes often by factors of​

​10 to beyond 100 times, especially​

​for African people and for women.​

​11)​ ​J. Buolamwini and T. Gebru,​

​“Gender Shades: Intersectional​

​Accuracy Disparities in Commercial​

​Gender Classification​​,” Proceedings​

​of Machine Learning Research,​

​81:1-5​​,​​2018, 15 p.​

​12)​ ​See EU Commission,​​Guidelines​​, p.​

​92.​

​13)​ ​Hungary adopted amendments in​

​March 2025 to criminalise​

​LGBTQAI+ and to increase biometric​

​surveillance at Pride events. See​

​discussions in P. Haeck and C.​

​Körömi, “Hungary on EU Watchlist​

​Over Surveillance at Pride,”​​Politico,​

​25.4.2025.​​https://www.politico.eu/​

​article/hungary-eu-watchlist-facial-r​

​ecognition-surveillance-lgbtq-pride​​;​

​Hungarian Civil Liberties Union, Civil​

​Liberties Union for Europe,​

​IEEE BIOMETRICS COUNCIL NEWSLETTER, JUNE 2025​
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​European Digital Rights, and the​

​European Center for Non-Profit​

​Law, “Hungary’s New Biometric​

​Surveillance Laws Violate the AI​

​Act,”​​Blogpost​​, 6.5.2025.​

​https://edri.org/our-work/hungarys​

​-new-biometric-surveillance-laws-vi​

​olate-the-ai-act/​​.​

​14)​ ​AI Act​​, Chapter III, Articles 8 et seq.​

​15)​ ​AI Act​​, Chapter III, Articles 16​​et​

​seq.​

​16)​ ​Recital 7 AI Act.​

​17)​ ​For more about  biometric​

​verification under the​​AI Act​​, see B.​

​Sumer, “The AI Act’s Exclusion of​

​Biometric Verification: Minimal Risk​

​by Design and Default?” in​​EDPL,​

​pp. 150-161, 2024.​

​18)​ ​AI Act​​, Art. 50.4.​

​19)​ ​Any personal data obtained from​

​these systems shall also be​

​processed in accordance with  EU​

​Regulations 2016/679 and​

​2018/1725, and EU Directive​

​2016/680, as applicable. See Article​

​50.3​​AI Act.​

​20)​ ​AI Act,​​Articles 55- 56.​

​21)​ ​AI Act,​​Article 57.  Competent​

​authorities are also prepared to​

​provide such guidance pre-AI Act.​

​See, for example, Datatilsynet,​

​“​​Securing Digital Identities.​

​Biometric data and protected​

​templates in eID solutions. Exit​

​report from the “SALT” sandbox​

​project with Mobai,”​

​https://www.datatilsynet.no/en/reg​

​ulations-and-tools/sandbox-for-artif​

​icial-intelligence/reports/salt-mobai​

​-et-al.-exit-report-securing-digital-id​

​entities/​​.​

​22)​ ​AI Act,​​Article 2(8), and below.​

​23)​ ​AI Act.​ ​Article 2(6). See also​​AI Act​​,​

​Recital 109.​

​24)​ ​AI Act,​​Article 2(8). Testing in​
​real-world conditions is defined in​

​AI Act​​, Article 3(57).​

​25)​ ​Such scientific research is​

​understood as including both​

​non-commercial (academic), as well​

​as commercial research.​

​26)​ ​GDPR​​, Art. 89.​

​27)​ ​See also​​AI Act​​, Recital 25. Strictly​

​speaking, the AIA obligations will​

​not apply “prior to being placed on​

​the market or put into service”.​

​28)​ ​At the same time, internal​

​guidelines on the use of AI will​

​remain important for the​

​responsible use and​

​implementation of AI technologies​

​in the research environment.​
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